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A B S T R A C T

Implicit bias has garnered considerable public attention, with a number of behaviors (e.g., police shootings)
attributed to it. Here, we present the results of 4 studies and an internal meta-analysis that examine how people
reason about discrimination based on whether it was attributed to the implicit or explicit attitudes of the per-
petrators. Participants' perceptions of perpetrator accountability, support for punishment, level of concern about
the bias, and support for various efforts to reduce it (e.g., education) were assessed. Taken together, the results
suggest that perpetrators of discrimination are held less accountable and often seen as less worthy of punishment
when their behavior is attributed to implicit rather than to explicit bias. Moreover, at least under some cir-
cumstances, people express less concern about, and are less likely to support efforts to combat, implicit com-
pared with explicit bias. Implications for efforts to communicate the science of implicit bias without under-
mining accountability for the discrimination it engenders are discussed.

Since 2015, implicit bias has been mentioned in over 13,000 news
articles, currently yields over 40 million Google search results, and was
even featured in a recent episode of the popular television show Grey’s
Anatomy (Clack, Rhimes, & Sullivan, 2018). Despite this public atten-
tion, little is known about how people incorporate information about
implicit bias into their reasoning about discrimination. While many
researchers, activists, and reporters presume that educating the public
about implicit bias will galvanize support to combat its discriminatory
consequences, there is reason to expect greater awareness of implicit
bias may reduce the extent to which people hold others accountable for
the discrimination it engenders (Cameron, Payne, & Knobe, 2010). The
present research considers this question.

1. Implicit vs. explicit bias and moral reasoning

Implicit biases are associations and reactions that emerge auto-
matically and often without awareness upon encountering a relevant
stimulus (Gawronski & Bodenhausen, 2006; Greenwald & Banaji,
1995). In the social domain, for instance, stereotypical concepts such as
“criminal” and “dangerous” automatically come to mind for many
people when they encounter or are exposed to images of young black
men (Eberhardt, Goff, Purdie, & Davies, 2004; Hester & Gray, 2018).
And, people typically unconsciously hold more negative attitudes or
feelings about racial/ethnic outgroup, compared with ingroup, mem-
bers (Axt, Ebersole, & Nosek, 2014). These implicit forms of bias stand

in contrast to more explicit forms (Carter & Murphy, 2015; Sommers &
Norton, 2006), including preferences, beliefs, and attitudes of which
people are generally consciously aware and can, when willing, identify
and communicate to others (Dovidio & Gaertner, 2010). Importantly,
research suggests that both implicit and explicit bias can shape the
judgments and decisions we make (e.g., Bertrand & Mullainathan,
2004; Devine, 1989), as well as how we behave, albeit often in different
ways (Dasgupta, 2004; Dovidio, Kawakami, & Gaertner, 2002). But,
whereas people are generally aware of the influence their explicit at-
titudes have on their behavior, they are often unaware of the influence
their implicit biases can have (Dovidio et al., 2002).

Conscious awareness, in other words, is a key element that distin-
guishes implicit from explicit bias. In turn, it is possible that people are
likely to hold others less accountable for discriminatory behavior that is
thought to be due to implicit, rather than explicit, attitudes. Theoretical
and empirical work on moral reasoning argues that in order to be
morally responsible for an action, the actor needs to have some level of
awareness of and control over their behavior (e.g., Alicke, 2000; Nadler
& McDonnell, 2012; Shaver, 1985). Similarly, both classic and more
recent models of behavioral attribution (Heider, 1958; Malle, 1999;
Malle, Guglielmo, & Monroe, 2014; Monroe & Malle, 2017; Weiner,
1995) assert the critical role of perceived intent in shaping these jud-
gements. In other words, the mental state of the actor is essential to an
assessment of culpability (Cameron et al., 2010; Cushman, 2015).
Consequently, we generally judge perpetrators of harmful actions more
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negatively when they are thought to have engaged in those acts
knowingly, consciously, and/or intentionally (see Heider, 1958; Knobe
& Nichols, 2011).

How might implicit bias attributions for discrimination shape
judgments of accountability because of inferences about the mental
state of the perpetrator? To the extent that implicit bias is understood as
being largely unconscious (i.e., outside of awareness) and/or gives rise
to behavior that is unintentional, these theories of attribution suggest
that people who engage in discrimination that is due to implicit bias
should be held less culpable for their actions than those who engage in
discrimination due to explicit bias. Consistent with this prediction, re-
search has found an actor's awareness of their bias to shape the extent
to which perceivers hold them culpable for discrimination born of that
bias (Cameron et al., 2010; Redford & Ratliff, 2016). When presented
with scenarios wherein a manager is said to discriminate against Black
people when making hiring or promotion decisions, for instance, per-
ceivers found the manager less morally responsible (blameworthy, ac-
countable) if he was said to be unaware, rather than aware, of his ne-
gative attitudes toward Black people (Cameron et al., 2010; Redford &
Ratliff, 2016).

Building on this work, the present research considers how people
respond to communications of scientific findings that reveal the dis-
criminatory effects of implicit (rather than explicit) bias. Similar to
these recent studies, as well as how researchers often discuss implicit
bias in the literature (Casad, Flores, & Didway, 2013; Greenwald &
Banaji, 1995) and to the public (Payne, Niemi, & Doris, 2017), we focus
on awareness (or the lack thereof) as the key factor that distinguishes
implicit from explicit forms of bias. Rather than asking participants to
respond to a scenario describing discrimination by a single perpetrator
(see, again, Cameron et al., 2010; Redford & Ratliff, 2016), however,
we present participants with an ostensible news article that details the
findings of recent research wherein patterns of discriminatory behavior
were observed by categories of perpetrators (e.g., doctors, police offi-
cers) and attributed either to their implicit or explicit attitudes. To the
extent that implicit bias is understood to involve a lack of awareness of
one's attitudes (and/or its influence on behavior), even media reports of
scientific studies revealing systemic discrimination should result in the
perpetrators being held less accountable if their acts are attributed to
implicit, rather than explicit, bias.

The present research also sought to extend the relatively nascent
body of research on the consequences of implicit, compared with ex-
plicit, bias attribution in two additional ways. First, instead of the overt
cases of racial discrimination (e.g., failure to hire/promote Black
people) primarily considered in past work, the present research ex-
amined responses to subtle differential behavioral treatment in the
context of professional (i.e., medical, law enforcement) interactions.
Second, in addition to examining the perceived responsibility of per-
petrators (i.e., accountability, support for punishment), we also ex-
plored whether perceivers report differential concern about implicit
compared to explicit bias, support reform efforts to mitigate the effects
of implicit compared to explicit bias on behavior, and hold relevant
institutional actors (e.g., police departments) differentially accountable
for discrimination that is attributed to implicit, relative to explicit, bias.
Perhaps, while implicit bias may reduce individual culpability for dis-
criminatory behavior, it may not affect the perceived responsibility of
institutional actors to combat discrimination that occurs in their in-
stitutions.

2. The present work

Four studies and an internal meta-analysis consider how people
reason about communication of the science of implicit (vs. explicit) bias
across a variety of social identity dimensions (political affiliation, age,
race) and settings (interactions between doctors and patients, police
officers and citizens). Consistent with past work (Cameron et al., 2010;
Redford & Ratliff, 2016), we predicted that perpetrators of

discrimination would be held less accountable and less worthy of
punishment when their discrimination is attributed to their implicit
rather than explicit attitudes. We also considered whether this bias
attribution shapes perceivers' level of concern about discrimination and
the extent to which they support reform efforts to combat it.

3. Studies 1A and 1B

Studies 1A and 1B examined the effects of implicit vs. explicit bias
attribution in the context of discrimination by medical doctors toward
their patients based on political attitudes. For each study, data collec-
tion was completed prior to analyzing the data.

3.1. Methods

All materials and data for all studies are available at OSF (osf.io/
5gtyv). All measures, manipulations, and exclusions in the studies are
reported in the manuscript.

3.1.1. Participants
Through TurkPrime (Litman, Robinson, & Abberbock, 2017), we

recruited Amazon Mechanical Turk workers in the United States to
complete each study in exchange for $1.00. In Study 1A, 273 were
recruited, however two participants were excluded for admitting to
answering randomly and four were excluded due to suspicion, resulting
in a sample of 267 participants (43.8% female, 71.5% White,
Mage = 34.92; 151 in the explicit condition). In Study 1B, 300 partici-
pants were recruited, but one was excluded for admitting to answering
randomly, leaving in a sample of 299 participants (47.5% female,
74.2% White, Mage = 35.00; 149 in the explicit condition). The sample
size in Study 1A was chosen based on an a priori decision to enroll a
sufficient number of participants to yield an analysis sample with at
least 100 people per condition. This target number was increased to 150
for Study 1B, given that it was a replication attempt.

3.1.2. Bias manipulation
Participants read an article inspired by recent research about doc-

tors who demonstrate bias toward their patients based on political
ideology (Hersh & Goldenberg, 2016). The article described a study in
which both Democratic and Republican doctors exhibited bias toward
patients who engaged in somewhat politicized health behaviors—gun
ownership and recreational marijuana use. In both conditions, the be-
havioral consequences of the bias were identical: doctors spent less time
with and exhibited more aggressive body language toward patients they
had biases against (i.e., marijuana users or gun owners). Similar to past
work, the awareness dimension of explicit and implicit bias was ma-
nipulated (Cameron et al., 2010; Redford & Ratliff, 2016). In the ex-
plicit bias condition, participants read that “doctors were somewhat
aware they were treating patients differently, but thought they needed
to be tough with their patients in order to encourage them to re-eval-
uate their behavioral choices and ultimately live a healthier lifestyle.”
In the implicit condition, implicit bias was first defined as “attitudes or
stereotypes that affect our understanding, actions, and decisions in
ways that we are typically not aware of.” Participants also read that
“the doctors had no conscious knowledge that they were treating pa-
tients any differently based on their political views.”

3.1.3. Dependent variables
All items were rated on Likert scales from 1 (strongly disagree) to 7

(strongly agree).

3.1.3.1. Accountability. Accountability for bias was measured using six
items (α1A = 0.83; α1B = 0.82; e.g., “Doctors should be held
responsible for any biases they have that may impact how they
interact with patients”). Higher scores indicate greater accountability.1
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3.1.3.2. Punishment. Punishment for bias was measured using three
items (α1A = 0.86; α1B = 0.89; e.g., “Doctors who repeatedly
demonstrate biases toward patients should have their license to
practice medicine suspended”). Higher scores indicate greater support
for punishment.

3.1.3.3. Concern. Concern about the bias was measured using six items
(α1A = 0.84; α1B = 0.86; e.g., “The bias I read about in the article is
concerning”). Higher scores indicate greater concern.

3.1.3.4. Reform. Support for reform was measured using five items
(α1A = 0.82; α1B = 0.83; e.g., “Doctors should be required to undergo
training to prevent their biases from impacting their treatment of
patients”). Higher scores indicate greater support for reform.

3.1.4. Potential moderator variables
We administered several potential moderator variables (e.g., bias

awareness, Perry, Murphy, & Dovidio, 2015). Across all studies, none of
these scales consistently moderated the effects reported below, and
thus, they are not discussed further. Again, for all materials and data see
osf.io/5gtyv.

3.2. Procedure

Participants provided informed consent, and then were randomly
assigned to the explicit or implicit bias attribution condition. After
reading the article, they reported their perceptions of accountability,
concern about the bias, support for reform, and support for punishment,
in this order. Items within scales were randomized across participants.
Participants next completed a number of potential moderator variables,
then reported their demographic information (e.g., race, age, gender,
political ideology, and whether they own a gun or engage in recrea-
tional marijuana use). Participants also completed data quality and
attention checks, and then were thanked, debriefed, and paid.

3.3. Results

We conducted an independent samples t-test exploring the effect of
the bias attribution manipulation (explicit vs. implicit) on each de-
pendent measure.2 For each outcome, we present the results for Study
1A followed by those for Study 1B (the replication sample). For Study
1A, the analyses had 80% power to detect an effect size of Cohen's
d= 0.35. For Study 1B, the analyses had 80% power to detect an effect
size of d= 0.33. Correlations among the dependent variables for each
study are provided in Table 1. The means and standard deviations for
each dependent variable by condition are provided in Table 2.

3.3.1. Accountability
Analyses revealed that there was unequal variance for perceptions

of accountability among the two conditions in Study 1A, F
(1,265) = 6.46, p= .012. Thus, we provide t- and p-values for unequal
variances assumed. Consistent with predictions, there was a significant
difference in accountability as a function of bias attribution in Study
1A, t(221.39) = 3.51, p= .001, d= 0.44. Participants in the implicit
bias condition held doctors less accountable than participants in the
explicit bias condition. This effect replicated in Study 1B, t
(297) = 5.00, p < .001, d= 0.58.

3.3.2. Punishment
Contrary to predictions, in Study 1A, there was no difference in

support for punishment as a function of bias attribution, t(265) = 1.01,
p= .312, d= 0.13. In the replication sample (Study 1B), however,
support for punishment did differ by condition, t(297) = 3.91,
p < .001, d= 0.45. Participants in the implicit bias condition were
significantly less supportive of punishment than participants in the
explicit bias condition.

3.3.3. Concern
In Study 1A, there was no difference in participants' concern about

bias as a function of condition, t(265) = 1.08, p= .281, d= 0.13. In
Study 1B, however, concern about bias did differ significantly by con-
dition, t(297) = 3.42, p= .001, d= 0.40, such that participants in the
implicit bias condition expressed less concern than participants in the
explicit bias condition.

3.3.4. Reform
In Study 1A, there was no difference in support for reform efforts as

a function of bias attribution, t(265) = 0.80, p= .427, d= 0.10. The
effect in Study 1B was also not reliable, t(297) = 1.43, p= .155,
d= 0.16.

3.4. Discussion

Studies 1A and 1B provide initial evidence that attributing systemic
discrimination to implicit rather than explicit bias results in lower
perceived perpetrator accountability, consistent with past research
(Cameron et al., 2010). Study 1B also revealed lower support for pun-
ishment and concern about the bias when discrimination is attributed to
implicit rather than explicit beliefs. Interestingly, support for reform
efforts to combat the influence of bias in medical interactions did not
differ among participants in the implicit and explicit bias conditions.

4. Study 2

Studies 1A and 1B provide evidence that attributing discrimination
to implicit versus explicit bias reduces perceptions of perpetrator ac-
countability and, perhaps also, support for punishment and concern
about bias and discrimination. The outcomes of the discrimination in
these studies, however, were relatively modest—unsatisfactory doctor-
patient interactions. Reduced accountability for discrimination that is
attributed to implicit bias may not emerge when the outcome is more
harmful. Alternatively, even when harm is severe, people excuse see-
mingly unintentional behaviors (Ames & Fiske, 2013). Thus, implicit
bias may still undermine accountability. Study 2 sought to investigate
this possibility. Specifically, Study 2 sought to discern whether reduced
accountability for implicit, relative to explicit, bias attribution emerges
for discriminatory outcomes that are more harmful than the un-
satisfactory interactions described in Study 1. Study 2 also examined
these questions in a second bias domain; namely, ageism.

Table 1
Correlations of dependent variables for studies 1A, 1B, and 2.

Study 1A Study 1B Study 2

1. 2. 3. 1. 2. 3. 1. 2. 3.

1. Accountability
2. Punishment 0.57 0.56 0.52
3. Concern 0.70 0.64 0.69 0.58 0.72 0.54
4. Reform 0.59 0.66 0.58 0.57 0.62 0.55 0.63 0.58 0.63

All correlations are significant at the p < .01 level.

1 In Study 1A, a scale item referred to “implicit” bias, however, no participant
noticed nor do the results change with its exclusion from the composite. This
was corrected in Study 1B.

2 Analyses in all studies are robust to the inclusion of participant gender, age,
race, and conservatism as covariates.
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4.1. Method

4.1.1. Participants
Through Amazon Mechanical Turk, 427 United States residents

participated in exchange for $1.00. One person reported suspicion of
the manipulation, leaving a total of 426 participants (53.1% female,
68.5% White, Mage = 36.28, 209 in the explicit condition; 211 in the
low harm condition).3 For Study 2, we again sought to enroll a suffi-
cient number of participants to yield an analysis sample with at least
100 people in each condition.

4.1.2. Bias manipulation
As in the previous two studies, participants read an article about

research finding that doctors demonstrated bias in their behavior to-
ward their patients, this time, ageism toward older patients (see, again,
osf.io/5gtyv). In the article, ageism was defined as beliefs associating
older adults with incompetence. Awareness was again the primary
marker of implicit vs. explicit bias. In the explicit condition participants
read, “The doctors were aware that they had these negative beliefs, and
felt they were valid because they were based on actual experiences and
interactions with older adult patients.” In the implicit condition parti-
cipants read, “The doctors had no conscious knowledge of their implicit
ageism nor that their ageism was affecting their treatment of patients
based on age.” In order to ensure participants knew that the doctors
were “well-meaning” in both conditions, each article also reported that:
“Nearly all of the doctors in the study thought that they treated all of
their patients with the same level of care, concern, and attention.”

4.1.3. Harm manipulation
In both conditions, the initial outcomes associated with the doctors'

behavior were similar to those described in Study 1: “Doctors with more
ageist attitudes tended to spend less time with and demonstrate more
dismissive body language toward older patients.”

In the low-harm condition, participants also read, “Furthermore, the
researchers found that older patients of doctors with high levels of age
bias reported being less satisfied with their medical encounter than
patients of doctors with little to no age bias.” In addition, the low-harm
condition article ended with a statement highlighting that “age bias
could be a potential problem for patient care, including leading to
undesirable patient interactions.”

In the high-harm condition participants read, “Furthermore, this
[poor treatment] led to older patients getting less medical attention
than they needed. Of greater concern, the researchers found that older
patients of doctors with high levels of age bias do not live as long as
older patients of doctors with little to no age bias.” In addition, the
high-harm condition article concluded with a statement highlighting
that, “age bias could be a potential problem for patient care, including
leading to premature death.”

4.1.4. Dependent variables
The dependent measures were the same as described in Study 1B,

but modified to refer to ageism rather than political bias. In addition,
the concern scale was increased to seven items in order to include
statements reflecting concern about the bias itself (e.g., “The bias I read
about in the article is concerning”), as in our previous studies, and
concern about the outcomes of the bias (e.g., “The treatment I read
about in the article is concerning”). The items nevertheless formed a
reliable single concern scale (α = 0.87), with higher scores reflecting
greater concern.

4.2. Procedure

After providing informed consent, participants read one of the four
articles (i.e., explicit bias/low-harm; explicit bias/high-harm; implicit
bias/low-harm; implicit bias/high-harm), based on random assignment.
They next completed the primary outcome variables, and provided re-
levant demographic information (e.g., age, race, gender, occupation,
political conservatism). Last, participants answered the data quality and
suspicion check questions, were thanked, debriefed, and paid.

4.3. Results

The dependent variables were thus subjected to a 2 (bias type: ex-
plicit vs. implicit) × 2 (harm: low vs. high) analysis of covariance. The
sample provided 80% power to detect an effect size of η2

partial = 0.019.
Given the bias domain featured in this study, however, analyses ex-
ploring moderation by participant age are provided in the supplemental
materials. Correlations among the dependent measures are provided in
Table 1. The means and standard deviations are provided in Table 2.

4.3.1. Accountability
Consistent with predictions and replicating Studies 1A and 1B, the

main effect of bias attribution on accountability was significant, F
(1,422) = 13.66, p < .001, η2

partial = 0.031. Unexpectedly, the main
effect of harm was not, F(1,422) = 0.55, p= .459, η2

partial = 0.001; and,
importantly, the interaction between bias attribution and harm was also
not significant, F(1,422) = 0.04, p= .837, η2

partial < 0.001. That is,
participants who read about implicit bias held the doctors significantly
less accountable than participants who read about explicit bias, re-
gardless of the level of harm associated with the discriminatory beha-
vior.

4.3.2. Punishment
Consistent with Study 1B and as depicted in Fig. 1, participants in

the implicit bias condition supported punishing the doctors less than
participants in the explicit bias condition, F(1,422) = 4.26, p= .040,
η2

partial = 0.010. The main effect of harm was also significant, F
(1,422) = 8.48, p= .004, η2

partial = 0.020, with high harm resulting in
greater support for punishment than low harm. Again, however, the
interaction between bias attribution and harm was not significant, F

Table 2
Means and Standard Deviations of Dependent Variables by Condition for Studies 1A, 1B, and 2.

Study 1A Study 1B Study 2

Explicit
N= 151

Implicit
N= 116

Explicit
N= 149

Implicit
N= 150

Explicit
N= 209

Implicit
N= 217

M SD M SD M SD M SD M SD M SD

Accountability 5.35a 0.97 4.88b 1.17 5.39a 0.99 4.81b 1.00 5.50a 0.93 5.15b 1.03
Punishment 4.51a 1.49 4.32a 1.51 4.83a 1.54 4.14b 1.49 4.94a 1.29 4.68b 1.37
Concern 4.72a 1.21 4.56a 1.18 4.95a 1.16 4.50b 1.12 5.16a 1.07 4.93b 1.07
Reform 5.06a 1.14 4.94a 1.20 5.17a 1.19 4.98a 1.15 5.53a 0.96 5.32b 1.10

Means with different superscripts within each study and variable differ significantly at the p < .05 level. The means for Study 2 are collapsed across levels of harm.

3 4.0% of participants reported a medical profession (e.g., nurse), however,
their exclusion did not alter the results.
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(1,422) = 0.61, p= .435, η2
partial = 0.001.

4.3.3. Concern
Replicating Study 1B, participants in the implicit bias condition

reported less concern about the bias (and its outcomes) than partici-
pants in the explicit bias condition, F(1,422) = 5.20, p= .023,
η2

partial = 0.012. Neither the main effect of harm, F(1,422) = 0.23,
p= .633, η2

partial = 0.001, nor the bias attribution by harm interaction,
F(1,422) = 0.61, p= .435, η2

partial = 0.001, were significant.

4.3.4. Reform
Unlike in the previous studies, support for reform differed sig-

nificantly as a function of bias attribution, F(1,422) = 4.73, p= .030,
η2

partial = 0.011. Participants in the implicit bias condition expressed
less support for reform than participants in the explicit bias condition.
There was no main effect of harm, F(1,422) = 0.52, p= .470,
η2

partial = 0.001, nor an interaction between bias attribution condition
and harm, F(1,422) = 0.18, p= .673, η2

partial < 0.001.

4.4. Discussion

Study 2 provides additional evidence that when discrimination is
attributed to implicit rather than explicit bias, people hold the perpe-
trators less accountable. Notably, even doctors whose discrimination
was linked to premature patient death (i.e., severe harm) were held less
accountable when the doctors were said to be unaware (implicit con-
dition), rather than aware (explicit condition) of their ageist beliefs.
Replicating Study 1B, Study 2 participants expressed less support for
punishing perpetrators and less concern about the bias in the implicit
compared with explicit bias condition. They also revealed differential
support for reform efforts when the discrimination described was at-
tributed to implicit, rather than explicit, bias. These findings suggest
that the communication of scientific studies detailing the effects of
implicit bias on behavior may unwittingly increase tolerance for both
discriminators and discrimination itself, even when the harm is quite
severe.

5. Study 3

Given our concern about potential unexpected effects of increased
public attention on implicit bias, Study 3 sought to extend our ex-
amination to a domain in which the role of implicit bias in dis-
criminatory or otherwise disparate outcomes has penetrated public
consciousness; namely, police misconduct against racial minority citi-
zens. Specifically, we explored whether attributing racially disparate
outcomes of police-citizen encounters to implicit, rather than explicit,
bias reduces perceptions of police accountability.

Because of the context of the discrimination—namely, socially

sensitive and race-related, we explored whether individual differences
in concern about appearing racially prejudiced might affect judgments
of the police officers either in general or as a function of the implicit vs.
explicit bias attribution. Specifically, participants completed Plant and
Devine's (1998) measures of internal (IMS) and external (EMS) moti-
vation to respond without prejudice. IMS assesses the extent to which
people are intrinsically motivated to behave in non-prejudiced ways
(e.g., to live up to their values), whereas EMS assesses the extent to
which they are externally motivated to respond in non-prejudiced ways
(e.g., to avoid public condemnation). Given that participants made their
responses to the scenarios in the present work anonymously (i.e., on-
line), we did not expect EMS to be relevant to these judgments.

How might IMS moderate judgments of perpetrators who dis-
criminate because of implicit, compared to explicit, racial bias? Past
research has found that IMS can shape reactions to one's own displays
of racial bias, most notably feelings of compunction for failing to reg-
ulate one's implicit bias successfully (Devine, Monteith, Zuwerink, &
Elliot, 1991; Devine, Plant, Amodio, Harmon-Jones, & Vance, 2002;
Legault, Green-Demers, Grant, & Chung, 2007; Plant & Devine, 1998).
When confronted with the possibility that one harbors implicit bias, for
instance, people with high, relative to low, levels of IMS attempt to
reduce their implicit bias through training (Plant & Devine, 2009) and
subsequently behave in ways that are less discriminatory (Cooley, Lei,
& Ellerkamp, 2018). Based on this work, it is possible that individuals
higher (compared with lower) in IMS may not show reduced account-
ability for people who discriminate due to implicit bias relative to those
who discriminate due to explicit bias.

A quite different pattern of results, however, is also possible.
Specifically, one hallmark of being internally motived to respond
without prejudice is harboring low levels of explicit racial bias (Plant &
Devine, 1998), and certainly doing one's best not to behave in dis-
criminatory ways due to any explicitly-held biases (Legault et al., 2007;
Plant & Devine, 2009). Coupled with general societal condemnation of
explicit forms of racial bias (Crandall & Eshleman, 2003), it is possible
that individuals with higher levels of IMS may be especially likely to
hold perpetrators of discrimination that is thought to be due to explicit
bias more accountable and see them as more blameworthy than per-
petrators of implicit bias, whereas individuals lower in IMS may be less
likely to distinguish between individuals who discriminate because of
implicit, compared with explicit, racial bias. Such a pattern would
suggest, further, that individuals with higher levels of IMS are more
sympathetic to perpetrators of racial discrimination that is attributed to
implicit, rather than to explicit, racial bias, perhaps because they can
readily identify with such individuals. The present work examined
these possibilities and, in so doing, is a rare exploration of the extent to
which perceivers' own prejudice-related motivations shape moral
judgments regarding perpetrators of discrimination.

In addition, Study 3 sought to address ambiguity in the perceived
accountability measure. Unlike our previous studies, we assessed per-
ceived accountability for having implicitly (compared to explicitly)
biased beliefs separately from accountability for biased behavior. Biased
beliefs are typically thought to be less controllable and, likely, less
changeable than behavior (Bargh, 1999; Devine, 1989), and largely
outside the domain of moral or legal judgment (Mitchell & Tetlock,
2006). Consequently, perpetrators may assess accountability for im-
plicit vs. explicit attitudes somewhat differently than accountability for
the behaviors they engender. In Study 3, we also offered participants an
opportunity to differentiate between the culpability they assign the
perpetrators themselves and relevant institutional actors. Specifically,
we assessed support for punishment and for reform efforts at both the
individual (i.e., police officer) and institutional (i.e., police department)
levels. It is possible that people hold individual police officers less ac-
countable for discrimination born of implicit, compared with explicit,
bias, but hold police departments equally accountable or, even, hold
departments even more responsible for combatting their officers' im-
plicit compared with explicit bias.

Fig. 1. Bias attribution and harm level on support for punishment. The effect of
bias attribution condition (explicit vs. implicit) and harm condition (low vs.
high) on support for punishment in Study 2. Error bars represent 95% con-
fidence intervals.
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5.1. Methods

5.1.1. Participants
Through Amazon Mechanical Turk, 227 self-identified White

Americans participated in exchange for $1.00. Four participants were
excluded due to suspicion, resulting in a sample of 223 White partici-
pants (48.4% female, Mage = 36.81, 111 in explicit condition).
Consistent with our previous studies, we sought to enroll a sample with
at least 100 people in each condition.

5.1.2. Bias manipulation
As in the previous studies, participants read an ostensible news ar-

ticle about a scientific study of a large metropolitan area in which
police officers were found to behave in racially biased ways during
interactions with racial minority citizens. The consequences of the bias
were the same regardless of the bias attribution: police officers with
greater racial bias were said to behave more aggressively toward and
were more likely to handcuff or detain racial minorities compared to
Whites. We again manipulated explicit vs. implicit bias attribution by
emphasizing the unconscious nature of implicit bias.

5.1.3. Dependent measures
All items were rated on Likert scales from 1 (strongly disagree) to 7

(strongly agree).

5.1.3.1. Accountability. Accountability for having biased beliefs was
measured with three items (α = 0.76; e.g., “Police officers should be
held accountable for their biased racial attitudes and beliefs”), as was
accountability for biased behaviors (α = 0.73; e.g., “Police officers
should be held accountable for how they treat racial minority citizens”).

5.1.3.2. Punishment. Support for individual punishment (α = 0.88)
was measured by having participants indicate their agreement with
five punishments following the stem, “Police officers who consistently
demonstrate more negative behavior toward minority, compared with
white, citizens should be…” (taken off patrol, fined, suspended without
pay, demoted, and fired). Support for institutional-level punishment
(α = 0.83) was measured by having participants indicate their
agreement with four punishments following the stem, “Police
departments with officers who consistently demonstrate more
negative behavior toward minority, compared with white, citizens
should be…” (investigated, fined, forced to hire a new chief, and
taken over by the Justice Department).

5.1.3.3. Reform. Individual reform was measured with three items
(α = 0.85; e.g., “Police officers should be required to undergo
training to prevent any biased attitudes they may have from
impacting their treatment of citizens”). Institutional-level reform was
measured with three items (α = 0.79, e.g., “Police departments should
work on developing better relationships with racial minority
communities to reduce the likelihood of negative officer–citizen
interactions”).

5.1.3.4. IMS. Internal motivation to respond without prejudice (IMS;
Plant & Devine, 1998) was assessed with five items (α = 0.91, e.g., “I
am personally motivated by my beliefs to be nonbiased”) rated on 1–7
agreement scales. Because IMS was measured across all studies, we
adapted the scale to measure motivation to respond without prejudice
in general, rather than specifically regarding Black Americans. Higher
scores reflect greater levels of internal motivation.

5.2. Procedure

After providing informed consent, participants read one of the
randomly assigned bias attribution articles. They then completed the
outcome measures, followed by the IMS scale (embedded among a

number of other measures). Participants next reported their demo-
graphic information (e.g., age, gender, race, conservatism, occupation),
followed by data quality, attention, and suspicion checks. After, they
were thanked, debriefed, and paid.

5.3. Results

Preliminary analyses confirmed that IMS scores did not vary sys-
tematically due to the bias attribution manipulation, t(221) = −1.54,
p= .124. To test our predictions, then, we subjected each of the de-
pendent measures to a regression with bias attribution condition (ex-
plicit = −0.5, implicit = 0.5), IMS scores (centered), and the interac-
tion of these two variables as predictors. The analyses had 80% power
to detect an effect size of R2

partial = 0.028. Means and standard devia-
tions presented in the text are adjusted for the effects of IMS and the
condition × IMS interaction. The correlations among the variables and
are provided in Table 3.

5.3.1. Accountability
Because the two measures of accountability (for biased beliefs, for

biased behavior) were highly correlated (r= 0.86), we averaged the
items to form a single accountability composite. Analyses revealed a
significant effect of IMS, B= 0.47, SE= 0.04, t(219) = 10.92,
p < .001, with participants higher in IMS holding the police officers
more accountable than participants lower in IMS. The main effect of
bias attribution manipulation was just at the threshold of significance,
B= −0.21, SE= 0.11, t(219) = −1.97, p= .050, and the means were
in the predicted direction. Participants who read that the police officers'
discrimination was due to implicit bias (M= 5.44, SD= 0.81) held
them less accountable than participants who read that the police offi-
cers' discrimination was due to their explicit bias (M= 5.65,
SD= 0.81). This effect was not moderated by IMS, B= −0.08,
SE= 0.09, t(219) = −1.01, p= .314.

5.3.2. Punishment
Analyses of support for individual-level punishment, again, revealed

a significant effect of IMS, B= 0.46, SE= 0.07, t(219) = 6.84,
p < .001; higher levels of IMS predicted greater support for punishing
the police officers. Although the means were in the predicted direction,
the main effect of bias attribution was not statistically reliable,
B= −0.29, SE= 0.17, t(219) = −1.75, p= .082, nor was the bias
attribution by IMS interaction, B= −0.13, SE= 0.13, t(219) = −0.98,
p= .327. Participants who read that police officer's discrimination was
due to implicit bias (M= 4.87, SD= 1.26) did not significantly differ in
their support for punishing individual policers from participants who
read their discrimination was due to explicit bias (M= 5.17,
SD= 1.26).

Support for institutional-level punishment (i.e., police departments)
was subjected to the same analysis. Once again, the main effect of IMS
emerged, with those higher in IMS again expressing greater support for
punishing police departments, B= 0.46, SE= 0.06, t(219) = 7.48,
p < .001. Contrary to predictions, the main effect of bias attribution

Table 3
Correlations of variables for study 3.

Study 3

1. 2. 3. 4. 5.

1. Accountability
2. Individual Punishment 0.64
3. Departmental Punishment 0.65 0.79
4. Individual Reform 0.70 0.53 0.59
5. Departmental Reform 0.66 0.43 0.53 0.79
6. IMS 0.59 0.42 0.46 0.59 0.53

All correlations were significant at the p < .01 level.
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condition was not reliable, B= −0.12, SE= 0.16, t(219) = −0.75,
p= .453, however, the IMS by condition interaction did reach con-
ventional levels of statistical significance, B= −0.27, SE= 0.12, t
(219) = −2.15, p= .033.

To decompose this interaction, we used PROCESS (model 1) to test
for the effect of bias attribution condition at low (−1 SD from the
mean) and high (+1 SD from the mean) levels of internal motivation to
respond without prejudice (IMS). Analyses revealed that among those
low in IMS, the effect of bias attribution condition was not significant,
B= 0.22, SE= 0.22, t(219) = 0.99, p= .322. Participants with higher
levels of IMS, however, did differentiate between department-level
punishment after reading about officer discrimination due to explicit
compared with implicit bias, B= −0.46, SE= 0.22, t(219) = −2.07,
p= .039; as depicted in Fig. 2, high IMS participants expressed greater
support for punishing police departments when they read about officers
discriminating due to explicit rather than implicit bias. For the full
model see supplemental materials.

5.3.3. Reform
Analyses of participants' support for individual-level reform efforts

for reducing police officer discriminatory behavior revealed a pattern
similar to that found for departmental punishment. Specifically, al-
though the effect of bias attribution was not significant, B= −0.13,
SE= 0.12, t(219) = −1.02, p= .309, a significant main effect of IMS
emerged, B= 0.52, SE= 0.49, t(219) = 10.55, p < .001, which was
qualified by a significant interaction with bias attribution condition,
B= −0.22, SE= 0.10, t(219) = −2.19, p= .030. We again used
PROCESS (model 1) to decompose this interaction, examining the effect
of bias attribution at low (−1 SD) and high (+1SD) levels of IMS.
Analyses again revealed that among participants low in IMS, the effect
of bias condition was not significant, B= 0.15, SE= 0.18, t
(219) = 0.83, p= .405. However, among participants high in IMS, the
effect of bias attribution condition was significant, B= −0.40,
SE= 0.178 t(219) = −2.29, p= .023. Participants high in internal
motivation to respond without prejudice supported reform efforts tar-
geted at individual officers more when discrimination was attributed to
explicit, rather than implicit, bias. Again, for the full model see sup-
plemental materials.

Analyses of support for institutional-level reform efforts targeted at
police departments revealed only a main effect of IMS, B= 0.40,
SE= 0.04, t(219) = 9.02, p < .001. Regardless of bias attribution
condition, participants higher in IMS were more supportive of depart-
ment-level reform efforts than participants lower in IMS. Neither the
bias attribution manipulation [B= −0.09, SE= 0.11, t(219) = −0.84,
p= .401] nor its interaction with IMS [B= −0.06, SE= 0.09, t
(219) = −0.72, p= .471] were reliable. Participants who read that
police officers discriminate because of implicit bias (M= 5.69,

SD= 1.18) did not significantly differ from participants who read that
police officers discriminate because of explicit bias (M= 5.43,
SD= 1.37) in their support for reform efforts aimed at police depart-
ments.

5.4. Discussion

In a domain that has received considerable public attention—ra-
cially disparate patterns of police misconduct—Study 3 revealed that
attributing discrimination to implicit rather than explicit bias reduces
perceived perpetrator accountability. Further, individual differences in
internal motivation to respond without prejudice (IMS) predicted
overall assessments of perpetrator accountability, support for punish-
ment, and support for reform. Specifically, high IMS participants tended
to hold the police officers more accountable for discriminatory behavior
than low IMS participants, irrespective of the bias attribution. For in-
stitutional-level punishment and individual-level reform, interestingly
it was the high IMS participants who differentiated between dis-
crimination based in implicit and explicit racial bias. That is, partici-
pants with higher levels of IMS supported more severely punishing
police departments and more reform efforts for individual officers when
police officer bias was said to be explicit, rather than, implicit.
Participants lower in IMS did not reveal these differences. Taken to-
gether, these findings suggest that judgments beyond perpetrator ac-
countability for discrimination due to implicit vs. explicit bias may be
shaped, at least in part, by domain-relevant motivations of perceivers.
Future research is, of course, necessary to replicate and explore this
finding more deeply.

6. Internal meta-analysis

In order to assess the robustness of the effects observed across our
studies, we conducted an internal meta-analysis (Goh, Hall, &
Rosenthal, 2016). Specifically, we calculated Cohen's d for the explicit
vs. implicit bias attribution effect using the means and standard de-
viations for each dependent variable in each study. For Study 2, we
collapsed across harm to generate the estimates. For Study 3, we cre-
ated composites for punishment and reform that collapsed across the
individual- and institutional-level distinction, and then re-calculated
the bias attribution manipulation effect-size estimates for each. Given
there were no significant main effects of bias attribution on punishment
and reform in Study 3, this decision should provide conservative esti-
mates of each effect-size. We also used the adjusted means and standard
deviations (controlling for IMS and the condition × IMS interaction) to
calculate Cohen's d. Analyses revealed a significant effect of account-
ability (d= 0.41, Z= 7.08, p < .001). Across all studies, when parti-
cipants read that discriminatory behavior was due to implicit compared
to explicit bias, they perceived less perpetrator accountability (see
Fig. 3). Additionally, analyses revealed modest, albeit statistically sig-
nificant, overall effect-size estimates for each of the other outcome

Fig. 2. Support for institutional punishment by bias attribution condition and
internal motivation to respond without prejudice (IMS). High and low IMS
represent +/− 1 SD from the mean, respectively.

Fig. 3. Effect sizes for accountability across studies. Cohen's d for accountability
plotted for each study. Error bars represent 95% confidence intervals.
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variables: punishment (d= 0.24, Z= 4.20, p < .001), concern
(d= 0.25, Z= 3.90, p < .001), and reform (d= 0.16, Z= 2.81,
p= .005).

7. General discussion

Scholars of stereotyping and prejudice have long expressed concern
that emphasizing the role of unconscious, automatic beliefs in en-
gendering discrimination might reduce the perceived culpability of its
perpetrators (Fiske, 2004). The present findings suggest this concern
was well-founded. Specifically, in the context of scientific research
communications, we found that people hold perpetrators less accoun-
table for discriminatory behavior when it is attributed to their implicit,
rather than explicit, attitudes. This reduced accountability effect was
observed in two contexts (medical and police interactions), across three
different biases (political, age-based, racial), and, somewhat surpris-
ingly, was not attenuated when the consequences of the discrimination
were especially severe (i.e., premature death). Given that a great deal of
discrimination is rooted in implicit forms of bias (Greenwald &
Pettigrew, 2014), the small, but reliable, reduced accountability effect
found here could be highly consequential.

In addition to being held less accountable for discrimination, per-
petrators were somewhat less likely to be punished if their behavior was
described as stemming from implicit rather than explicit bias.
Moreover, perceivers expressed lower levels of concern about, and were
less likely to support efforts to mitigate against the effects of, implicit
compared with explicit bias. Taken together, these findings suggest that
communications of scientific findings regarding the effects of implicit
bias may unwittingly reduce the perceived severity of the discrimina-
tion it engenders.

7.1. Theoretical implications

The primary finding of the present work—reduced accountability
for discriminatory acts born of implicit rather than explicit bias—is
consistent with prevailing models of moral reasoning, all of which
underscore the essential role of a person's mental state in shaping
judgments of culpability for harmful actions (Cushman, 2015; Knobe &
Nichols, 2011; Malle et al., 2014; see also Heider, 1958). Most notably,
an actor needs to have some level of awareness of and control over their
behavior in order to be held morally responsible for it (e.g., Alicke,
2000; Shaver, 1985). Hence, as we observed here, people judge per-
petrators of harmful actions more negatively when they are thought to
have engaged in those acts knowingly, consciously, and/or in-
tentionally (Monroe & Malle, 2017, 2019; see also Cameron et al., 2010;
Redford & Ratliff, 2016). In the present work, that is, perpetrators of
discrimination who were said to be influenced by attitudes and beliefs
that they held unconsciously (i.e., implicitly) were held less accoun-
table than perpetrators of the same discriminatory behavior who were
said to be influenced by attitudes and beliefs that they held consciously
(i.e., explicitly).

While our results may not be surprising based on this larger theo-
retical work, they are particularly compelling given that the behaviors
examined across these studies are far more complex than the types of
behaviors typically studied in the moral reasoning literature.
Specifically, relatively rich descriptions of several behaviors are pro-
vided in the articles used in the present studies rather than exposing
participants to discrete behaviors that target individuals ostensibly
have engaged in. In addition, many of the behaviors described in our
work can surely be classified as conscious (or even intentional) acts,
including aggressive behavior toward citizens by police officers. That is,
on their own, they could and perhaps should be understood as deser-
ving of the level of moral condemnation associated with intentional
behavior. Yet, describing the differential behaviors observed as stem-
ming from implicit, rather than explicit, bias seems to offer perceivers
an adequate basis for reducing judgments of accountability.

Should the tenets of prevailing models of moral responsibility apply
to these types of behaviors? Imagine that a person regularly and re-
peatedly steals the morning newspaper from one of his neighbors.
Would his perceived accountability for this action be reduced if we later
find out that he is unaware (vs. aware) of his negative affect toward the
neighbors? It certainly seems unlikely. Similarly, the doctors and police
officers described in our work knowingly engaged in at least some of
the behaviors described in the scenarios (e.g., aggressive body lan-
guage). What they are said to be unaware of is the extent to which they
were behaving differently toward different types of targets based on
their social group memberships. That is, the relation between their
attitudes regarding and behaviors toward members of a disfavored,
relative to favored, social category. The extent to which current models
of moral reasoning should be relevant to these behaviors is not clear,
but the present findings suggest that perceivers lower their assessments
of accountability nonetheless. Future research is needed to discern ex-
actly when, why, and for whom accountability for even clearly inten-
tional behaviors is reduced by locating a possible origin of the behavior
to attitudes and beliefs that are held implicitly rather than explicitly
(see Monroe & Malle, 2017, 2019).

7.2. Practical implications

At first glance, one potential takeaway from the present work is for
researchers to avoid discussing implicit bias with the public. This is
certainly not our position. Indeed, we maintain that the penetration of
the implicit bias construct into public consciousness has certainly been
a much-needed corrective to outdated models of stereotyping, pre-
judice, and discrimination that require clear evidence of antipathy,
animus, and often discriminatory intent in order to classify behavior as
biased (Allport, 1954; Simon, Moss, & O'Brien, 2019; Sommers &
Norton, 2006; Swim, Scott, Sechrist, Campbell, & Stangor, 2003; see
also Washington v. Davis, 1976). Rather than calling for reduced public
discussion of the science of implicit bias, we believe it is time for more
nuanced public conversations. For example, it may be time to revisit the
tendency for researchers and others to describe implicit bias as un-
conscious and/or uncontrollable. Not only is there evidence that people
do have some ability to detect their implicit biases (Hahn, Judd, Hirsh,
& Blair, 2014; Monteith, Voils, & Ashburn-Nardo, 2001; Uhlmann &
Nosek, 2012), but the present results suggest that implicit bias attri-
butions—that is, the lack of awareness of bias—engender reduced ac-
countability judgments. In addition, public conversations about implicit
bias could also include information about the potential for individuals
to override the effects of even implicitly-held attitudes and beliefs on
their behavior, at least when they have the opportunity and motivation
(Dunton & Fazio, 1997; Nosek, Hawkins, & Frazier, 2011). Public
conversations should also highlight the potential for policies and de-
cision-making structures (e.g., diverse hiring panels) to combat the
influence of implicit bias on individual acts and judgments (e.g.,
Daumeyer, Rucker, & Richeson, 2017).

Relatedly, it may be possible to capitalize on the popular knowledge
of implicit bias in order to help combat it. At some point, awareness
that implicit bias is a common pathway toward the reproduction of
unequal and unjust societal outcomes based on race, gender, age, and
other classifications, should motivate efforts to combat it structurally
and institutionally, in addition to any individual-level efforts (see Kelly
& Roedder, 2008). In addition, the more widely-known implicit bias
becomes, the more people (and relevant institutions) can and should be
held accountable for its effects. That is, when people think that actors
should have been able to foresee the harmful consequences of even
their unintended actions, they hold those actors more accountable
(Lagnado & Channon, 2008; Laurent, Nuñez, & Schweitzer, 2016;
Monroe & Malle, 2019). Thus, rather than calling for less public dis-
cussion of implicit bias, we argue for a more sophisticated conversation
on the ways in which implicit bias shapes behavior and multiple ways
to combat it (e.g., Payne, Vuletich, & Lundberg, 2017).
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7.3. Limitations

One limitation of the present work is its failure to probe whether the
results may differ for people who share a meaningful group member-
ship with the victims of the discrimination. There is reason to expect
that the targets of the discrimination may not hold perpetrators any less
accountable for discrimination based on an implicit, rather than ex-
plicit, bias attribution. Not only would such a finding reveal an im-
portant moderator of the accountability effect found here, but it would
also suggest that motivation may play a role in engendering what has
heretofore largely been understood as a purely reasoned discounting of
moral responsibility. The patterns of moderation by internal motivation
to respond without prejudice that emerged in Study 3 suggest a role for
motivation in shaping these judgments, this question is especially ripe
for examination in future research.

It is also important to acknowledge that the primary manipulation
in the present work distinguished implicit from explicit bias by ma-
nipulating awareness. While this decision is grounded in and, thus,
consistent with past work (e.g., Redford & Ratliff, 2016), and as noted
previously, reflects how researchers tend to discuss implicit bias both in
the literature (Greenwald & Banaji, 1995) and with the public (Payne,
Niemi, & Doris, 2018), it is only one of the characteristics that differ-
entiates implicit from explicit bias. Had we focused on other relevant
distinguishing characteristics (e.g., controllability, efficiency, auto-
maticity, etc.), it is possible that a different pattern of results may have
emerged. For example, “automatic” bias that is described as potentially
controllable does not yield reduced moral responsibility judgments re-
lative to explicit bias (Cameron et al., 2010).

Further, discrimination born of implicit bias is sometimes thought to
be unintentional or at least less intentional than discrimination born of
explicit bias (Cameron et al., 2010; Onyeador, 2017). Thus, had we
defined implicit bias by a lack of intentionality, rather than awareness,
we would expect similar results to the ones found here. Indeed, they
may have been even more robust. Clarifying the role of perceived intent
as a potential mediator between holding implicit forms of bias and
reduced accountability for behaviors that are said to stem from such
bias is an essential direction for future research. This issue is especially
important, given the relevance of intent to legal definitions of inter-
personal discrimination (Washington v. Davis, 1976). More research is
needed to understand how beliefs about the awareness of bias, con-
trollability of its influence on behavior, and intention to engage in
specific behaviors that turn out to be discriminatory shape perceptions
of accountability for discrimination.

7.4. Conclusion

The present work revealed that professionals such as doctors and
police officers are held less accountable for discriminatory behavior
born of implicit, compared with explicit, bias. Moreover, this reduction
in accountability was not accompanied by an increase in support for
efforts to reduce bias through trainings or other institutional policies.
Not only does this work have important implications for how re-
searchers communicate the science of implicit bias, but it begs the
question, can the discrimination born of implicit bias be reduced if no
one is held responsible for it?
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